



Virtual LAN’s (VLAN)

Virtual Local Area Network – is a logical grouping of network users and resources connected to administratively defined ports on a switch.  By creating VLAN’s, you create smaller broadcast domains with a switch by assigning different ports in the switch to different subnetworks.  A VLAN is treated like its own subnet or broadcast domain.

By using virtual LAN’s, you’re no longer confined to creating workgroups by physical locations.  They can be organised by location, function, department or even by the protocol or application used, regardless of where the resources or users are located.

Broadcast Control – All devices in a VLAN are members of the same broadcast domain.  The broadcasts are filtered out from all ports on a switch that aren’t members of the same VLAN.

Security – By creating multiple broadcast groups, administrators have control over each port and user and whatever resources it is allowed to use.  If inter-VLAN communication needs to take place restrictions on a router can also be implemented.

Flexibility and Scalability – Broadcasts sent out from one VLAN will not be forwarded to ports assigned to a different VLAN.  By assigning switch ports or users to VLAN groups on a switch or group of connected switches (called a switch fabric), you have the flexibility to add only the users you want in the broadcast domain regardless of their physical location.

When a VLAN gets too big, you can create more VLAN’s to keep the broadcasts from consuming too much bandwidth.  Few users in a VLAN = Fewer users affected by broadcasts.

VLAN Memberships

Static VLAN – VLAN created by an administrator who assigns switch ports to the VLAN.

Dynamic VLAN – All host devices hardware addresses can be put into a database.  If a node is then attached to an unassigned switch port, the VLAN management database can look up the hardware address and configure the switch port to the correct VLAN.

Identifying VLAN’s

Access Link – Links that are only part of one VLAN.  Any device attached to an access link is unaware of a VLAN membership and cannot communicate with devices outside their VLAN unless using a router.

Trunk Link – Carry multiple VLAN’s supported by fast or gigabit Ethernet only.  To identify the VLAN that a frame belongs to with Ethernet technology switches support two identification techniques: ISL and 802.1q

Frame Tagging – The switch in an internetwork needs a way of keeping track of users and frames as they travel the switch fabric.  Frame tagging uniquely assigns a user defined ID to each frame.  The VLAN tag is removed before exiting trunked links onto an access link.

VLAN Identification Methods

802.10 (FDDI) – Sends VLAN information over FDDI using a SAID field in the frame header to identify the VLAN.

LAN Emulation (LANE) – Communicate multiple VLAN’s over ATM

IEEE 802.1 q – Inserts a field into the frame to identify the VLAN.  If you are trunking between a Cisco switched link and a different brand 802.1q must be used for the trunk to work.

Inter-Switch Link (ISL) – Used for fast Ethernet and Gigabit Ethernet links only.  Used on a switch port, router interface and server interface cards to trunk a server.  The server that is trunked is part of all VLAN’s simultaneously.  Users do not have to cross a layer 3 device to access a company-shared server.

Inter-Switch Link Protocol (ISL)

ISL tags VLAN information onto an Ethernet frame.  This tagging allows VLAN’s to be multiplexed over a trunk link through an external encapsulation method.  ISL provides:

-Low latency

-Full wire speed performance over Fast Ethernet

-Half/Full duplex mode

ISL is an external tagging process, which means the original frame is not altered but instead encapsulated with a new 26-byte ISL header.  Also adds a 4-byte FCS field at the end, only ISL devices can read it.  The frame can be up to 1522-bytes long.

ISL VLAN information is added to a frame only if the frame is forwarded out a port configured as a trunk link.  The ISL encapsulation is removed if the frame is forwarded out an access link.

Trunking

100 or 1000 Mbps point-to-point links between two switches, switch and router, or switch and server.  Trunked links carry the traffic of multiple VLAN’s from 1 to 1005 at a time.

Trunking allows a single port to be part of multiple VLAN’s at the same time, i.e. a server can be in two broadcast domains at the same time.  This will stop users from having to cross a layer 3 device to log in and use the server.

VLAN Trunk Protocol (VTP)

VTP allows you to manages all the configured VLAN’s across an Internetwork and to maintain consistency throughout the network.  VTP allows an administrator to add, delete and rename VLAN’s, which are then propagated to all switches.

VTP Provides:

-Consistent VLAN configuration across all switches in the network.

-Allows VLAN’s to be trunked over mixed networks, Ethernet to ATM or FDDI

-Accurate tracking and monitoring of VLAN’s

-Dynamic reporting of added VLAN’s to all switches

-Plug and play VLAN adding

VTP Modes of Operation – There are three different modes:



  
Server



Client


    


Transparent

Server – Default for all catalyst switches.  You need at least one in your VTP domain to propagate VLAN information.  Must be in server mode to create, add or delete VLAN’s in a VTP domain.  Changing VTP information must also be done in server mode.

Client – Receives information from VTP servers and sends and receives updates, but can’t make any changes.  No ports on a client switch can be added to a new VLAN before the VTP server notifies the client switch of the new VLAN.  If you want a switch to become a server, first make it a client so it receives all the correct VLAN information.

Transparent – Doesn’t participate in the VTP domain but will still forward VTP advertisements.  VTP transparent switches can add and delete VLAN’s as the switch keeps its own database.

Configuration Revision Number

Switches detect additional VLAN’s within a VTP advertisement and then prepare to receive information on their trunk ports.  The information would be VLAN ID, 802.10, SAID fields or LANE information.  Updates are sent out as a revision number that are the notification plus one.  Anytime a switch sees a higher revision number it knows the information it’s receiving is more current and will overwrite the current database.

VTP Pruning

You can preserve bandwidth by configuring the VTP to reduce broadcasts, multicasts and other unicast packets.  VTP Pruning will only send broadcasts to trunk links that require the information.

-VTP is disabled by default on all switches

-When you enable Pruning on a VTP server you enable it for the entire domain

-VLAN’s 2-1005 are Pruning-eligible

-VLAN 1 is an administrative VLAN

